Instructor: Jonathan Hanson
jkhanson@umich.edu
4223 Weill Hall, 615-1496
Office Hours: Mon. 11:30–1:00, Fri. 11:00–12:30, or by appointment

Graduate Student Instructor:
XXXX@umich.edu
XXXX Weill Hall, Mailbox XXX
Office Hours: XXX. 2:40–4:00, XXX. 11:40–1:00, or by appointment

The objective of this course is to help gain students proficiency in advanced techniques that are employed in the service of causal inference, including instrumental variables, selection models, regression discontinuity, and matching methods. Students will understand how to design, execute, and interpret the results from advanced estimation techniques beyond the standard OLS model. Students will learn to work with data structures in which the observations are not independently and identically distributed: time-series data, panel data, time-series-cross-sectional data, multi-level data, etc.

Prerequisite: it is assumed that students in this course will have previously taken Public Policy 529 and Public Policy 639 (or equivalent coursework).

Class Meeting Schedule

Unless otherwise noted, lectures are Mondays and Wednesdays from 2:30–3:50 pm in 1210 Weill Hall.

Textbooks

There is no single textbook for this course, and readings will be available on the Canvas website. You can log into Canvas at http://canvas.umich.edu. The following books, however, will be very good references for course material.

There are several resources for learning Stata available on Canvas, including a handbook that I compiled for Public Policy 567. If you wish to purchase a book, consider one of the following:


Of these two books, the Longest is a bit more basic and spends more time introducing Stata.

**Assignments and Grading**

Your grade for this course will be determined by the following:

<table>
<thead>
<tr>
<th>Assignment</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Problem sets</td>
<td>45%</td>
</tr>
<tr>
<td>Take-Home Midterm</td>
<td>20%</td>
</tr>
<tr>
<td>Take-Home Final</td>
<td>20%</td>
</tr>
<tr>
<td>In-Class Final</td>
<td>15%</td>
</tr>
</tbody>
</table>

There will be seven major problem sets in this course, approximately one problem set for every two weeks. Additionally, there will be two take-home exams – one midterm and one final – covering the first-half and second halves of the course respectively. The in-class final exam will cover material from the entire semester.

You are encouraged to help each other figure out the answers to the problem sets, but it is expected that you write up your answers independently. The take-home exams are exams. You are expected to work on these without the assistance of any other person. You may, however, consult any textbook or internet-resources.

The final course letter grade reflects the Ford School’s guidelines. An A is awarded for work that is Excellent, an A- for work that is Very Good, a B+ for work that is Good, a B for work that is Acceptable, and a B- for work that is below expectations for graduate work. You should know I do not have a predetermined formula to convert numeric point totals into these categories. It would be a mistake, for instance, to assume that a grade of 75% on an exam translates into a C, since exams vary in their difficulty.

**Software**

Students will use the Stata statistical package for many homework assignments. This application is available on computers in the Ford School computer lab and many of the larger computer labs on campus. Additionally, students can remotely log in to the university’s Virtual Sites (see information at [http://www.itcs.umich.edu/sites/labs/virtual.php](http://www.itcs.umich.edu/sites/labs/virtual.php)) to access Stata when not on campus. Discussion section will include help with the statistical computing skills required to complete these assignments.
Academic Integrity

It is expected that students are familiar with the Ford School’s expectations for academic integrity as described at http://fordschool.umich.edu/academics/expectations, which adhere to the academic integrity policies for Rackham Graduate School. Violations of these policies will be taken seriously.

Students with special needs

If you believe you need an accommodation for a disability, please let me know at your earliest convenience. Some aspects of this course may be modified to facilitate your participation and progress. As soon as you make me aware of your needs, we can work with the Office of Services for Students with Disabilities to help us determine appropriate accommodations. I will treat any information you provide as private and confidential.

Student Mental Health and Wellbeing

The University of Michigan is committed to advancing the mental health and wellbeing of its students. We acknowledge that a variety of issues, such as strained relationships, increased anxiety, alcohol/drug problems, and depression, directly impacts students’ academic performance. If you or someone you know is feeling overwhelmed, depressed, and/or in need of support, services are available. For help, contact Counseling and Psychological Services (CAPS) and/or University Health Service (UHS). For a listing of other mental health resources available on and off campus, visit: http://umich.edu/~mhealth/.

Inclusivity

Members of the Ford School community represent a rich variety of backgrounds and perspectives. We are committed to providing an atmosphere for learning that respects diversity. While working together to build this community we ask all members to:

- share their unique experiences, values and beliefs
- be open to the views of others
- honor the uniqueness of their colleagues
- appreciate the opportunity that we have to learn from each other in this community
- value one another’s opinions and communicate in a respectful manner
- keep confidential discussions that the community has of a personal (or professional) nature
- use this opportunity together to discuss ways in which we can create an inclusive environment in Ford classes and across the UM community

Please refer to http://fordschool.umich.edu/academics/expectations for a full statement on the Ford School’s academic expectations.
1 Matching Methods

With observational data, we face inherent challenges in estimating the average treatment effect (ATE) of some policy intervention because the treatment is not randomly-assigned. The treatment group and control group may differ from each other, in the aggregate, on both observable and unobservable characteristics in ways other than the treatment, and we cannot adequately control for these other factors. Matching methods are intended to bring balance to the treatment groups on these other characteristics to reduce bias in estimating the ATE. In this section of the course we will learn various matching methods and develop awareness of their limitations.


2 Regression Discontinuity Models

Regression discontinuity models are useful for scenarios in which assignment into the treatment group is based upon a cutoff score on some observable characteristic or a particular date of implementation. In short, the difference between the predicted outcomes on either side of the cutoff point becomes a way to estimate the size of the treatment effect. This section of the course explores various uses of these models.


3 Difference-in-Difference Models

Difference-in-difference models are useful when: 1) we have observations of each of the members of the sample for at least two periods in time; and, 2) one group within the sample experienced the treatment between these two periods, while the other did not. We can thus observe whether group-level differences in the outcome of interest changed from one period to the next, facilitating and estimate of the treatment effect.


4 Instrumental Variables Analysis

Oftentimes, there is strong reason to believe that the relationship between our dependent variable, and one or more of our independent variables, is endogenous. In such cases, our estimate of the coefficient on the independent variable will be biased. If we can find a third variable, however, which only has an effect on the dependent variable through the endogenous independent variable, we can identify the correct relationship.

5 Regression with Time-Series Data

The standard assumption is that our data are independent and identically distributed. When we have time-series data, such as the results of monthly polls on presidential approval or some other case of repeated observations of the same object, this assumption is violated. The stochastic component of one observation may be correlated with the one preceding it and the one that follows. We spend about two sessions on this topic.


6 Regression with Panel Data

We have a panel when our data contain repeated observations of a sample of objects, such as a set of individuals who are surveyed periodically or a time series of cross-national data. In this scenario, we need to think about the non-independence of our observations both across time and space.


7 Multi-Level Models

When our data consist of individual cases that are embedded within higher-level units – such as school children inside classrooms, which are inside schools – we need methods that can estimate both individual and unit-level effects. In this section of the course, we explore the use of multi-level models for this purpose.

8 Principles of Maximum Likelihood Estimation

We now move away from the classical linear regression model and its variants, all of which find the parameters of interest (i.e. the regression coefficients) though calculus. With Maximum Likelihood Estimation (MLE), these parameters are often found by a search algorithm which tours the parameter space and finds the values of the parameters that are “most likely” given the data. The power of MLE its flexibility. Many different functional forms are possible, facilitating analysis of many kinds of data for which linear regression is not suitable.


9 Limited Dependent Variable Models

When our dependent variables come in the form of discrete categories, OLS can be problematic. For one thing, OLS produces predicted values of the dependent variable that fall into a continuous range rather than discrete values. Other problems arise with non-normality of standard errors and
non-linearity of the effects of independent variables. With Maximum Likelihood Estimation, we can use functional forms that are designed for these data: probit analysis, logistic regression, and multinomial logit/probit. The purpose of this section is to become proficient in these techniques.


10 Selection Models

The purpose of selection models is to address situations in which the cases that make it into the sample are different in important, unmeasured ways from those who do not, and these unmeasured factors are relevant for predicting the dependent variable.


11 Count Models

Count models are for cases in which the dependent variable is a count of the number of times something occurs.


12 Duration Models

Duration models, also known as survival models, deal with situations in which we model the amount of time that some phenomenon lasts as a function of independent variables.

Take-Home Final Exam due Tuesday, April 20, 5:00 pm