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Abstract

Interventions to promote learning are often categorized into supply- and demand-side approaches. In
a randomized experiment to promote learning about COVID-19 among Mozambican adults, we study the
interaction between a supply and a demand intervention, respectively: teaching, and providing financial
incentives to learners. In theory, teaching and learner-incentives may be substitutes (crowding out one
another) or complements (enhancing one another). Experts surveyed in advance predicted a high degree
of substitutability between the two treatments. In contrast, we find substantially more complementarity
than experts predicted. Combining teaching and incentive treatments raises COVID-19 knowledge test
scores by 0.5 standard deviations. The complementarity between teaching and incentives persists in the
longer run, over nine months post-treatment.
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1 Introduction

Societies devote substantial resources to helping people acquire knowledge. These efforts
often take place in educational institutions. In addition, outside of school settings, there are
many efforts to promote learning about financial decision-making (raising “financial liter-
acy”), public health (promoting “health literacy”), and many other areas. Efforts to promote
learning commonly take one of two approaches. First, one can teach, via classroom instruc-
tion, broadcast media, advertising, social media, or other means. Second, one can improve
learners’ incentives to acquire knowledge, such as by informing them about the returns to
education, or providing incentives for good performance on learning assessments (e.g., merit
scholarships or other rewards based on test scores). These two broad approaches are often
described as operating on the “supply” and “demand” sides of education, respectively (Baner-
jee and Duflo, 2011; Glewwe, 2014). Supply interventions provide educational inputs (e.g.,
teaching and instruction), reducing the marginal cost of learning. Demand interventions
seek to raise learners’ perceived marginal benefit of learning.

Supply and demand educational interventions often operate at the same time. Existing
research, however, says little about interactions between such interventions. Crucially, are
supply and demand interventions substitutes or complements? Understanding complemen-
tarities between interventions is key for cost-effectiveness analyses, and thus decision-making
on optimal combinations of policies (Twinam, 2017). If two interventions are complements,
the gains from implementing both exceed the sum of the gains of implementing each one
singly. The greater the complementarity, the more attractive it could be to implement both
policies together, rather than either one alone. If they are substitutes, by contrast, the gains
from implementing both are less than the sum of the gains of implementing each one singly.
In this case, it becomes more likely that the optimal course would be to implement just one
or the other of the policies, not both together.

We implemented a randomized controlled trial of a supply and a demand intervention to
promote learning, estimating the degree to which the two are substitutes or complements.
We study learning about COVID-19 among adults in Mozambique, and implement treat-
ments that are representative examples of supply and demand interventions to promote
learning. Our supply treatment teaches about COVID-19. It provides information targeted
at individuals’ specific knowledge gaps, taking a “teaching at the right level” (TaRL) ped-
agogical approach (Banerjee et al., 2007; Duflo et al., 2011). The demand-side treatment
offers individuals financial incentives for correct responses on a later COVID-19 knowledge
test. This treatment is analogous to educational testing with non-zero stakes for test-takers.

Abiding by COVID-19 health protocols, we interacted with our 2,117 Mozambican study
respondents solely by phone. We registered a pre-analysis plan prior to implementation. We
assessed respondents’ COVID-19 knowledge in a baseline survey, and then implemented the
teaching and incentive treatments in a 2x2 cross-randomized design. The design created a
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control group and three treatment groups: “Incentive” only, “Teaching” only, and “Incentive
plus Teaching” (or “Joint”). We measure impacts on a COVID-19 knowledge test several
weeks later.

To theoretically examine interactions between teaching and incentives, we write down a
simple model of knowledge acquisition. Individuals can exert effort to search for knowledge
on their own, and can also learn from teaching. In the model, the Incentive and Teaching
treatments can be either substitutes or complements, depending on the magnitudes of two
countervailing effects. The Incentive treatment has a motivation effect, potentially enhanc-
ing the impact of Teaching. But Teaching can have a crowding-out effect, by reducing the
need to search for knowledge, thus lowering the effectiveness of the Incentive treatment.
We define a parameter λ, representing the degree of complementarity. If motivation ef-
fects dominate crowding-out effects, then Incentive and Teaching are complements (λ > 0).
Otherwise, they are substitutes (λ < 0).

In advance of sharing our results publicly, we determined a reasonable “benchmark” λ by
collecting expert predictions of our treatment effects. The vast majority of surveyed experts
expected the two treatments to be substitutes, predicting that the effect on test scores of the
combination of both treatments would be less than the sum of the effects of each treatment
implemented singly. In the context of the theoretical model, expert predictors believed that
when offering the Incentive and Teaching treatments together, the crowding-out effect would
dominate the motivation effect.

We find substantially more complementarity than experts predicted: actual estimated
λ is positive, and highly significantly different from experts’ negative prediction of λ. The
Incentive treatment raises COVID-19 knowledge test scores (fraction of questions answered
correctly) by 1.56 percentage points, while Teaching does so by 2.88 percentage points. By
contrast, the Joint treatment raises test scores by 5.81 percentage points, 31% larger than
the sum (4.44 percentage points) of the effects of each treatment provided separately. Ac-
tual estimated λ is also marginally statistically significantly different from zero, another
benchmark of interest. These results are consistent with the theoretical case in which the
motivation effect dominates the crowding-out effect when providing both treatments to-
gether. The effect of the Joint treatment is large in magnitude: 0.5 test score standard
deviations. Additionally, the Joint treatment’s significant positive effect and complementar-
ity pertain to newly asked questions (not just questions previously asked) and persist over
nine months after the intervention.

We provide a simple illustration of the importance of the estimate of λ for cost-effectiveness
comparisons. We use our actual treatment effect estimates and implementation costs to cal-
culate cost-effectiveness of the individual Incentive and Teaching treatments, as well as the
cost-effectiveness of the Joint treatment for different values of λ. Our estimated λ is below
the threshold at which the Joint treatment would be the most cost-effective of our three
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treatments. That said, governments or NGOs implementing our treatments in different con-
texts may come to different cost-effectiveness rankings given their specific implementation
costs.

This research contributes to economics research on education and learning. There is a
substantial literature examining the impacts of supply- and demand-side educational inter-
ventions (Glewwe, 2014; Evans and Popova, 2015; Le, 2015; McEwan, 2015; Conn, 2017;
Muralidharan, 2017).

On the supply side, studies have examined provision of educational supplies (Glewwe
et al., 2000, 2009), school facilities (Duflo, 2001), new teaching technologies (Muralidharan
et al., 2019), and “teaching at the right level” (TaRL) (Banerjee and Duflo, 2011; Duflo
et al., 2011). Angrist et al. (2020) show that teaching via cellphone can offset learning loss
during the COVID-19 pandemic. Mbiti et al. (2019) show complementarity between two
supply-side interventions (increased school resources and teacher incentives). Outside of
school settings, supply-side efforts are made to provide health education to promote “health
literacy” (Batterham et al., 2016), financial education to promote “financial literacy” (see
Kaiser and Menkhoff (2017) for a review), and agricultural “extension” to improve farming
knowledge (Anderson and Feder, 2007; Fabregas et al., 2019).1 Our Teaching treatment
implements a TaRL approach to promote COVID-19 health literacy.

Demand-side educational interventions seek to increase the perceived returns to learn-
ing. In school settings, studies have examined impacts of providing information on the wage
returns to schooling (Jensen, 2010), merit scholarships based on test performance (Kremer
et al., 2009; Berry et al., 2019), or incentives for test performance (Angrist and Lavy, 2009;
Levitt et al., 2011; Fryer, 2011; Behrman et al., 2015; Burgess et al., 2016; Fryer, 2016;
Hirshleifer, 2017). Outside of school settings, studies have evaluated incentive-based strate-
gies such as cash payments, deposit contracts, lotteries and non-cash rewards to promote
healthy behaviors (Finkelstein et al., 2019), but do not target learning outcomes. Our In-
centive treatment is analogous to policies providing financial incentives for test performance,
making it a rare example of a demand-side policy to promote learning among non-students.2

The most novel feature of our work is that we explicitly highlight and measure the com-
plementarity between a supply-side and a demand-side educational intervention. Behrman
et al. (2015) and List et al. (2018) study the interactions between test-score incentives for
teachers (supply-side) and students (demand-side), but do not estimate a complementarity
parameter, as we do.3 In addition to being of policy interest, we view this interaction as of

1There are also efforts to improve knowledge of legal issues, often referred to as “legal awareness” or
“public legal education” (American Bar Association, 2021).

2Carpena et al. (2017) find no effect of financial incentives on adult financial literacy test performance.
Thornton (2008) studies incentives to learn about HIV status.

3Fryer et al. (2016) study a supply-side intervention (teacher incentives) jointly with a demand-side
intervention (student incentives). They do not examine the supply- and demand-side treatments separately,
so cannot measure their complementarity. Li et al. (2014) compare results across two different experiments,
rather than measuring complementarity in one experiment, and argue that there is complementarity between
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particular theoretical interest due to the countervailing motivation and crowding-out effects
of combining supply- and demand-side educational interventions.

Related studies seek to improve COVID-19-related knowledge. Alsan et al. (2020) show
that messaging tailored to minorities improves their COVID-19-related knowledge. Mistree
et al. (2021) and Maude et al. (2021) find that randomly assigned teaching interventions
improve COVID-19-related knowledge in India and Thailand, respectively.

2 A Simple Model of Learning

There are N dimensions of knowledge. On each dimension there are two possible states
{A,B}: a correct state A and a incorrect state B. For example, one dimension of knowledge
might be “Hot tea helps to prevent Covid-19,” with the two states being “correct” and
“incorrect”.

Initial Knowledge. Every agent has independent priors on each state which we model
as follows. The agent initially believes that both states are equally likely to be correct. She
then receives a binary signal that informs her about the correct state – that signal is correct
with probability µ > 1

2 . This implies that a share µ of population have a posterior that
places weight µ on the correct state while a share 1 − µ of the population has a posterior
that places weight µ on the incorrect state.

Actions. For each knowledge dimension i, an agent takes an action xi ∈ {a, b}: a (b)
will provide utility 1 if the correct state is A (B) and 0 otherwise. The agent will therefore
always choose the action that is appropriate for the state on which she places a greater
subjective probability on being correct. For example, equipped with initial knowledge a
share µ of the population will derive utility 1 by taking the correct action and a share 1−µ
of the population will derive utility 0. The initial expected utility of agents is therefore
µ. Let R be the benefits or returns that agents gain for knowing the correct state of a
knowledge dimension.

Teaching. Now assume that the government or some other authority seeks to teach the
agent the correct state (our Teaching treatment). The agent will adopt this recommendation
with probability p(R) which captures the credibility of the source (and hence the agent’s
propensity to follow the advice) as well as the attention she pays to the advice. Otherwise
the agent ignores the recommendation.

Importantly, attention can depend on the return the agent receives for being correct:
p(R) is (weakly) increasing in R. This creates a positive interaction effect between the
return to knowledge and the propensity to absorb what is taught.

Teaching generates 3 types of posteriors:

a peer-effects intervention (supply-side) and providing test-score financial incentives (demand-side).
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• A share p of the population places subjective probability 1 on the correct state. This
group is made up of all agents who followed the advice.

• A share (1−p)µ of the population places subjective probability µ on the correct state.

• A share (1 − p)(1 − µ) of the population places subjective probability 1 − µ on the
correct state.

When the perceived returns to knowledge are negligible (i.e., R = 0), the Teaching
treatment increases the share of correct answers to p(0) + (1− p(0))µ.

Returns to Knowledge. Recall that agents gain benefits or returns R for knowing the
correct state of a knowledge dimension. She can spend effort e ≥ 0 on searching for correct
knowledge at a cost of αe2 – this will provide a correct signal with probability e. Then
with probability 1 − e she does not find the correct answer and follows her initial belief µ.
Returns R may be manipulated by a learning incentive (our Incentive treatment), which
increases the share of correct answers to (e∗) + (1− (e∗))µ.

• Agents who already experienced the Teaching treatment and paid attention to it ex-
pend effort e = 0 since their posterior is already placing probability 1 on the correct
state.

• The other two groups of agents will in equilibrium spend the same amount e∗ on
searching behavior. Their expected utility equals:

e∗ + (1− e∗)µR− α(e∗)2

The first two terms capture the utility from taking the correct action when she finds the
correct signal, and the last term captures the cost of searching for correct knowledge.

The optimal action therefore equals e∗ = R
2α (1−µ): she will search more if their initial

knowledge is less precise (lower µ), if searching is less expensive (lower α) or if the
reward R is higher.

To summarize, the Teaching and Incentive treatments give rise to three types of posterior
beliefs:

• A share p(R) + (1− p(R))e∗ of the population places subjective probability 1 on the
correct state. This group is made up of all agents who followed the advice.

• A share (1 − p(R))(1 − e∗)µ of the population places subjective probability µ on the
correct state.

• A share (1− p(R))(1− e∗)(1−µ) of the population places subjective probability 1−µ
on the correct state.
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Learning. The share of the population with correct knowledge prior to the Teaching
and Incentive treatments is µ.

After the Teaching and Incentive treatments, the share of correct answers increases to:

p(R) + (1− p(R))e∗ + (1− p(R))(1− e∗)µ (1)

We can organize the share of correct answers by treatment, in Table 1.
We can now compare the effect of the Incentive plus Teaching (Joint) treatment with

the simple sum of each treatment implemented separately. Let this difference be defined as
the complementarity parameter λ:

λ ≡ Joint− (Teaching only+ Incentive only) = (p(R)− p(0)) (1− µ)︸ ︷︷ ︸
motivation

− e∗p(1− µ)︸ ︷︷ ︸
crowding out

(2)

There are two opposing effects. The motivation effect captures that Teaching has greater
impact when the return to knowledge is higher (e.g., because agents are more motivated to
learn, she pays more attention to teaching, or exert more knowledge-search effort). On the
other hand, there is a crowding out effect because Teaching reduces the need to search for
knowledge and hence the effectiveness of the Incentive treatment.

Lemma 1 The Teaching and Incentive treatments are complements if the motivation ef-
fect dominates the crowding out effect. Otherwise, the Teaching and Incentive treatments
are substitutes.

When the Teaching and Incentive treatments are complements, the complementarity
parameter will be positive: λ > 0. When they are substitutes, on the other hand, it will be
negative: λ < 0. When λ = 0, we say the two treatments are additive.

In the empirical analyses below, we provide an estimated complementarity parameter,
λ̂.

3 Sample and Data

3.1 Data

We implemented surveys by phone in July-November 2020. Respondents were from house-
holds with phones in the sample of a prior study (Yang et al., 2021).4 We surveyed one adult
per household. Appendix A provides details on the COVID-19 context, study communities
and the study timeline.

4AEA RCT Registry for Yang et al. (2021): https://doi.org/10.1257/rct.3990-5.1
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Between a pre-baseline survey and baseline survey, we randomly assigned households to
treatments and registered a pre-analysis plan (PAP). The baseline survey was immediately
followed by over-the-phone treatment implementation. There was a minimum of 3.0 weeks
and average of 6.3 weeks between baseline and endline surveys for all respondents. Baseline
and endline surveys occurred when COVID-19 cases were rising rapidly.

The endline sample size is 2,117 respondents, following a sample size of 2,226 at baseline.
The retention rate between baseline and endline is 95.1% overall, at least 94.4% in each of
the seven districts surveyed, and balanced across treatment conditions.

We measured respondents’ COVID-19 knowledge in three categories: 1) general knowl-
edge (risk factors, transmission, and symptoms); 2) preventive actions (preventing spread
to yourself and others); and 3) government policies (official actions taken by the national
government of Mozambique). Pre-baseline, we tested numerous pilot questions. Then, at
baseline and endline, we administered a pre-specified set of knowledge questions and their
correct responses in our analysis plan submitted to the AEA RCT Registry. At baseline,
we asked respondents knowledge questions randomly selected within each category, and re-
spondents randomly assigned to the Teaching treatment were given feedback on incorrect
and correct responses. At endline, respondents were asked a full set of knowledge questions
to estimate treatment effects. See Appendix B for details on question selection and the list
of questions.5

3.2 Primary Outcomes

Our primary outcome is a COVID-19 knowledge test score: the share of knowledge questions
answered correctly. Responses are considered “correct” if they match the pre-specified correct
answer and are “incorrect” otherwise. We construct this outcome as the share of correct
answers to 20 knowledge questions asked at endline that were also randomly selected for the
respondent to answer at baseline.6 This allows us to track, within respondent, changes in
test scores on exactly the same questions between the baseline and endline.7

In the control group (N=847), this outcome has a mean of 0.784 and a standard deviation
of 0.123.

5Examples of questions (correct responses in parentheses) include the following. General knowledge:
“How is coronavirus spread? Mosquito bites (No)”. Preventive actions: “Will this action prevent spreading
coronavirus to yourself and others? Shop in crowded areas like informal markets (No)”. Government policy:
“Is the government currently... Asking households to not visit patients infected by COVID-19 at hospitals
(Yes)”.

6At baseline, each respondent was assigned a randomized subset of 20 out of 40 questions, distributed as
follows across subcategories: 6 (out of 12) general knowledge, 8 (out of 16) preventive action, and 6 (out of
12) government policy questions.

7This COVID-19 test score based on the 20 questions asked of the respondent at both baseline and endline
is one of two primary outcomes pre-specified in our PAP. In this paper, we focus on only this outcome, for
brevity. Results and conclusions (Appendix F) are very similar when examining the other pre-specified
primary outcome, the COVID-19 knowledge test score constructed from an expanded set of 40 questions,
including questions that the respondent was asked for the first time at endline (respondents would not have
been asked these questions at baseline).
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4 Empirical Approach

4.1 Treatments

To improve COVID-19 knowledge, we designed two interventions to be implemented at the
end of the baseline survey following all baseline questions: 1) “Incentive” and 2) “Teaching”.
Respondents were randomly assigned to one of four groups (probabilities in parentheses):
Incentive alone (20%), Teaching alone (20%), both treatments (“Incentive plus Teaching”
or “Joint”) (20%), or a control group (40%). We describe the treatments briefly below.
Complete implementation protocols can be found in Appendix C.

Incentive treatment: We informed respondents that they would earn 5 Mozambican
meticais (approx. US$0.07) for every correct response to previously-asked and newly-asked
COVID-19 knowledge questions on the endline survey. They were also told that this would
allow them to earn 200 meticais (approx. US$2.71), if they answered all 40 questions
correctly, in addition to their 50 meticais participation fee on the endline survey. 250
meticais is equivalent to half of the sample median pre-pandemic (February 2020) weekly
household income.

Teaching treatment: We provided respondents feedback on 80% of their incorrect
answers and 20% of their correct answers, on average, to COVID-19 knowledge questions
from the baseline survey. Feedback consisted of reminding respondents of their answer,
telling them if they were correct or incorrect, and then telling them the correct answer.8

Joint treatment: We informed respondents of the Incentive treatment first, then im-
plemented the Teaching treatment.

We also randomly assigned treatments to improve social distancing (Allen IV et al.,
2021). Randomization of the Incentive, Teaching, and Joint treatments were stratified within
76 communities and within the separate social distancing treatment conditions. Further
details are in Appendix F, where we also present regression results showing that there are
no interactions between the social distancing treatments and this paper’s treatments.

Sample sizes by treatment condition were as follows: Incentive (N=414, 19.6% of sam-
ple), Teaching (N=418, 19.7%), Joint (N=438, 20.7%) and control group (N=847, 40.0%).
Attrition between baseline and endline is low (4.9%). In Appendix D, we show that attrition
between baseline and endline as well as key baseline variables are balanced across treatment
conditions.

8For example, one question asks respondents whether “drinking hot tea” helps prevent COVID-19 (which
it does not). If respondents correctly responded “no” to this question, they are told “For ‘drinking hot
tea’, you chose NO. Your answer is CORRECT. The correct answer is NO. This action will NOT prevent
spreading coronavirus to yourself and others.” If respondents incorrectly responded “yes”, responded “don’t
know”, or refused to answer, they were told “For ‘drinking hot tea’, you chose YES / DON’T KNOW /
REFUSE TO ANSWER. Your answer is INCORRECT. The correct answer is NO. This action will NOT
prevent spreading coronavirus to yourself and others.”
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4.2 Regression

As pre-specified, we estimate the following OLS regression equation:

Yi,j,t=3 = β0 + β1Incentiveij + β2Teachingij + β3Jointij + ηBijt + γi + εij (3)

where Yi,j,t=3 is the COVID-19 knowledge test score for respondent i in community j.
Incentiveij , Teachingij , and Jointij are indicator variables for inclusion in each treatment
group. Bijt is a vector representing the share of correct answers to questions asked at pre-
baseline and baseline, respectively.9 γi are community fixed effects, and εij is a mean-zero
error term. We report robust standard errors.

Due to treatment random assignment, coefficients β1, β2, and β3 represent causal effects
of the respective treatments on test scores. We estimate the complementarity parameter as
a linear combination of regression coefficients: λ̂ = β3 − (β1 + β2).

We also analyze impacts on test scores for question subcategories: general knowledge,
preventive actions, and government policies.

4.3 Hypotheses

We hypothesize that each treatment has a positive effect on test scores: the coefficients β1,
β2 and β3 will be positive. We adjust p-values for multiple hypothesis testing across these
three coefficients.10

Additionally, using our estimated λ̂, we test the following null hypotheses: λ = −0.0265
(the mean of expert predictions, λ̃), and λ = 0.

4.4 Pre-Specification

Prior to baseline data collection, we uploaded our pre-analysis plan (PAP) to the AEA RCT
Registry.11 In this paper, we report on a subset of analyses pre-specified in the PAP. In
Appendix F, we present the “Populated PAP” for our pre-specified primary analysis. These
results are substantively duplicative of and yield very similar conclusions to the primary
analyses we present here in the main text.

In the analyses presented in this paper, we depart from the PAP in minor ways. First,
we present results for only one out of two primary outcomes, the test score based on the 20
questions (randomly selected) that a respondent was asked in both the baseline and endline
surveys. Results shown in Appendix F for the other pre-specified primary outcome (a test
score based on a larger set of 40 questions, including those not asked in the baseline and

9The average respondent correctly answered 72.1% and 77.3% of the 20 knowledge questions at pre-
baseline and baseline, respectively.

10We use the method of List et al. (2019), as implemented by Barsbai et al. (2020) to allow inclusion of
control variables in the regression.

11ID Number AEARCTR-0005862 (https://doi.org/10.1257/rct.5862-1.0).
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therefore not eligible for the Teaching treatment) are very similar and yield the same sub-
stantive conclusions. We present just one of the two outcomes in this paper for brevity, and
chose the outcome based on questions asked in both rounds to maximize the comparability
of treatment effects across our treatment conditions.12

Second, when adjusting coefficient p-values for multiple hypothesis testing (MHT), we
adjust across the three coefficients in Regression 3. By contrast, in the PAP, we pre-
specified that we would adjust p-values across three coefficients, but where one coefficient
(on Incentive) was from one regression (where the outcome was the test score based on 40
questions) and the other two coefficients (on Teaching and Incentive plus Teaching) were
from another regression (where the outcome was the test score based on 20 previously-asked
questions). We depart from the PAP for simplicity, because we chose not to show the
regression for the test score based on 40 questions (see previous paragraph). In Appendix
F we adjust for MHT across the three coefficients from the two regressions as pre-specified,
and p-values are very similar (all are <0.001).

Hypotheses related to the complementarity parameter λ were not pre-specified in the
PAP. The motivations for testing them are the theoretical model’s ambiguous prediction as
to whether λ should be positive or negative, and the fact that the vast majority of experts
predicted that λ < 0.

4.5 Expert Predictions

In advance of presenting our results publicly, we surveyed subject-matter experts on their
expectations of our treatment effects.13 In Appendix E we describe the expert prediction
survey in greater detail, and provide summary statistics of the predictions.

Figure 1 displays probability density functions (PDFs) of the predictions. For each
treatment, the vast majority of experts predicted positive effects. The mean Incentive
treatment effect (β1) is 0.040, while for Teaching (β2) it is 0.046. Notably, the mean predicted
effect for the Joint treatment (β2) is 0.059, lower than the sum of the mean predictions for
the separate Incentive and Teaching treatments (0.086): experts expect the treatments to
be substitutes rather than complements.

Graphically, the expectation of substitutability can be seen in the fact that the PDF
of the Joint treatment has considerable overlap with the PDFs of Incentive and Teaching.
Relatedly, in the figure we also display the complementarity parameter implied by each
expert’s predictions. For each expert, we take their predicted Joint treatment effect and
subtract the sum of their predictions for the separate Incentive and Teaching treatments.
The distribution of experts’ λ estimates is the gray dotted line. Most of the mass of λ

12The Teaching treatment effect can be made arbitrarily small simply by adding larger numbers of new
questions to the knowledge-measurement test that were not asked before and that therefore would not have
been eligible to be taught.

13Predictions were provided at https://socialscienceprediction.org/ (survey closing date January 2, 2021).
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estimates lies to the left of zero: 81% of experts predicted negative λ. The mean of experts’
λ estimates is -0.0265. We refer to this mean as λ̃, and will test the null that our estimated
λ̂ equals λ̃.

5 Results

5.1 Primary Analysis

Table 2 presents the results from testing this paper’s primary hypotheses. Our first pre-
specified primary hypothesis refers to the effect of the incentive treatment on the COVID-19
knowledge test score. This is the coefficient β1 on the incentive treatment in Equation 3,
for which we present the coefficient estimate in Column 1 of the table. The Incentive treat-
ment has a positive effect on test scores, and is statistically significantly different from zero
(p-val=0.0133) after multiple hypothesis testing (MHT) adjustment. The point estimate
indicates a 0.0156 increase, relative to the 0.784 mean control group test score. This effect
is substantial in magnitude, amounting to 0.13 standard deviations of the outcome variable.

We also pre-specified primary hypotheses on the effect of the Teaching treatment and
Joint treatment on COVID-19 knowledge test scores (β2 and β3 in Equation 3, respectively).
Coefficient estimates (also in Column 1) indicate that the Teaching and Joint treatments
each also have positive effects. The point estimate on Teaching indicates a 0.0288 increase
(0.23 standard deviations of the outcome variable), while the Joint treatment causes a
0.0581 increase (0.47 standard deviations). Each of these coefficient estimates is statistically
significantly different from zero (p-val=0.0003 for each) after MHT adjustment.

The fourth row of the table displays the estimate, λ̂, of the complementarity parameter,
and its standard error. In Column 1, λ̂ = 0.0137, indicating that the Teaching and Incentive
treatments are complements, rather than substitutes. The key benchmark is the mean of
the expert predictions, λ̃ = −0.0265 . We reject the null that λ = −0.0265 (p-val<0.0001).

We also display the p-value of the test that λ = 0, which is 0.1460. Given the standard
error on λ̂, we can reject at the 95% confidence level that λ < −0.0048 (in other words, we
can reject all but a very small amount of substitutability between the two treatments).

We also present these results graphically. In Figure 2, we display the estimates of the
three treatment effects, Joint treatment effects implied if λ took on the values of 0 or -0.0265,
and p-values of relevant tests of pairwise differences. In Figure 3, we present cumulative
distribution functions of test scores by treatment group, showing that the Joint treatment
leads to the largest rightward shift of the test score distribution.

In sum, our estimates of the complementarity parameter indicate that the Incentive
and Teaching treatments exhibit much more complementarity than experts predicted. We
strongly reject the high degree of substitutability predicted by experts. In addition, we
reject at a marginal level of statistical significance that λ = 0.
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This complementarity is also present when evaluating treatment effects on newly asked
questions, alleviating concern that results are driven by rote memorization. In Column 2
of Table 2, we run regression 3 replacing the outcome with the share of correct answers to
endline knowledge questions that were NOT randomly asked of the respondent at either pre-
baseline or baseline.14 This analysis was pre-specified in our PAP as of secondary interest.
Both the Incentive and Joint treatments have a positive effect on the newly-asked test score
(statistically significant at 1% level). Additionally, we continue to reject that λ = −0.0265
(the expert prediction) at the 1% level and λ = 0 at a marginal level of statistical significance.

5.2 Cost-Effectiveness

We now illustrate how the relative cost-effectiveness of the treatments we study depends on
λ. We describe the analysis briefly here, providing details in Appendix G. The key inputs
are:

• Treatment effect estimates for the Incentive and Teaching treatments (β1 and β2).
The effect of the joint treatment is then β1 + β2 + λ.

• Implementation costs of each treatment, per treated beneficiary (derived from actual
implementation costs in this study).

We consider cost-effectiveness of each treatment, the cost per unit (1-percentage-point)
increase in the test score (lower numbers are better). For a range of values of λ we display the
cost-effectiveness of each treatment in Figure A.5. The cost-effectiveness of the Incentive and
Teaching treatments are horizontal, because they do not depend on λ. The cost-effectiveness
of the Joint treatment is a decreasing function of λ: the greater the complementarity of the
two treatments, the more cost-effective is the Joint treatment.

The intersection of the Joint treatment line with the horizontal lines indicates the
“breakeven” λs, above which the Joint treatment is more cost effective than the respec-
tive single treatment. Breakeven λ is -0.0250 for the Incentive treatment, and 0.0290 for
Teaching. The latter number is more important overall, since the Teaching treatment is the
more cost-effective of the two individual treatments. λ must be above 0.0290 for the joint
treatment to be the most cost-effective of the three treatment combinations.

For reference, we also show the mean expert prediction, λ̃ = −0.0265, and our empirical
estimate, λ̂ = 0.0137. At λ̂, Joint is more cost-effective than Incentive, but not as cost-
effective as Teaching. Actual costs in a scaled-up program may be different from those
of our study, and could yield different cost-effectiveness rankings across treatments. In
Appendix G we provide an example of alternative relative implementation costs that would
lead Joint to be the most cost-effective at λ̂.

14Summary statistics for the number of new questions at endline: mean=14.4; sd=1.8; min=7; max=20.
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5.3 Long-Run Analysis

We also estimate the longer-run effects of the treatments over nine months later, using
COVID-19 knowledge questions included in a post-endline survey that had other primary
aims. This analysis was not pre-specified, so results should be considered exploratory. We
briefly summarize here, providing details in Appendix H.

In a post-endline phone survey from July-August 2021, we asked 1,886 respondents
(89.1% retention from endline, balanced across treatment conditions) 20 pre-specified ques-
tions on general knowledge and preventive actions. We excluded government policy ques-
tions because many pre-specified questions/answers were no longer true or applicable. We
compare endline and post-endline treatment effects on two modified Test Scores of questions
assessing general knowledge and preventive actions: 1) Test Score for all relevant questions
asked in each round, and 2) Test Score for the same set of relevant questions across base-
line, endline, and post-endline. For robustness, we analyze both outcomes, noting that each
deviate from our pre-specified primary outcome due to the exclusion of government policy
questions, and only draw conclusions supported by all regression specifications.

Results are in Table A.13. The Joint treatment has positive effects on long-run COVID-
19 knowledge (Columns 2 and 4, statistically significant at 1% level) in both post-endline
regressions. In addition, the complementarity parameter remains positive over this longer
run. We continue to reject that λ = −0.0265 (the expert prediction) at the 1% level, and in
addition also reject that λ = 0 (at the 5% level or better) in all specifications. These results
indicate that the Joint intervention’s impact, and the complementarity between Incentives
and Teaching, were not merely short-run phenomena.

6 Conclusion

When governments and educational institutions seek to promote knowledge acquisition,
two approaches are common. First, they can teach the knowledge in question (a “supply”
educational intervention). Second, they can provide incentives for learners to acquire the
knowledge (an educational intervention on the “demand” side). This paper is among the
first to examine the interaction between a supply-side and a demand-side intervention to
promote knowledge gains, estimating a complementarity parameter (λ).

We implemented a randomized study among Mozambican adults studying whether a
teaching and an incentive treatment are substitutes or complements in promoting learning
about COVID-19. Most experts surveyed in advance expected the two treatments to be
substitutes (λ < 0). In reality, the two treatments exhibit much more complementarity
than experts predicted: we estimate λ to be positive and statistically significantly larger
than the expert prediction.

Our findings provide a key input for policy-making. We use our empirical estimates
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combined with actual implementation costs to rank potential treatment combinations for
different values of the complementarity parameter (λ) in terms of their cost-effectiveness
(cost per unit gain in knowledge). We identify a threshold value of λ, above which it makes
sense to implement both the Incentive and Teaching treatments, rather than just one or
the other. Our actual estimate of λ does not exceed this threshold, implying that the
Joint treatment is not the most cost-effective policy (rather, the Teaching treatment is).
This conclusion about relative cost-effectiveness may vary in other contexts with different
implementation costs.

Future studies should gauge the generality of these findings. For example, they should
measure the complementarity between teaching and incentive treatments in stimulating
learning about other topic areas (for example, personal finance, legal rights, or agricultural
techniques); among students; and in other study populations. It would also be valuable to
examine the complementarity between other types of “demand” and “supply” interventions,
particularly demand interventions that are more readily scalable than monetary payments.15

We view these as promising directions for future research.
15For example, lottery tickets have been shown to promote safe sexual behavior (Bjorkman Nyqvist et al.,

2018) and food vouchers have been shown to increase HIV testing (Nglazi et al., 2012).
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7

Figure 1: Distributions of Expert Predictions of Treatment Effects and Comple-
mentarity Parameter

Notes: Probability density functions of predicted treatment effects of 67 experts surveyed prior
to results being publicized (survey closing date Jan. 2, 2021). Experts predicted effects of “In-
centive”, “Teaching”, and “Incentive plus Teaching” (“Joint”) treatments on COVID-19 knowledge
test score (fraction of questions answered correctly). Expert-predicted λ values are calculated from
each expert’s predictions. Mean of expert-predicted λ values is λ̃ = −0.0265. Smoothing uses
Epanechnikov kernel with bandwidth 0.9924.
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Figure 2: Treatment Effects and Test of Complementary Parameter λ Against
Benchmark Values

Notes: Dependent variable on y-axis: COVID-19 Knowledge Test Score (fraction of questions an-
swered correctly). Bars in first three columns display regression coefficients representing treatment
effects (and 95% confidence intervals) for “Incentive”, “Teaching”, and “Incentive plus Teaching”
(“Joint”) treatments. Floating solid horizontal lines in fourth and fifth columns display “Incentive
plus Teaching” (“Joint”) treatment effects that would be implied by different benchmark values of
complementarity parameter λ. Difference between values in 3rd and 4th columns is actual esti-
mated complementarity parameter, λ̂; the test that this difference is equal to zero tests the null
that λ = 0. Difference between values in 3rd and 5th columns is difference between λ̂ and mean
expert prediction, λ̃ = −0.0265; the test that this difference is equal to zero tests the null that
λ = −0.0265.
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Figure 3: Cumulative Distribution Functions of Test Score by Treatment Group

Notes: Dependent variable is COVID-19 Knowledge Test Score (fraction of questions answered
correctly). Figure displays cumulative distribution functions (CDFs) of test scores in “Control”,
“Incentive”, “Teaching”, and “Incentive plus Teaching” (“Joint”) treatment groups.

Table 1: Test Scores and Treatment Effects Implied by Theoretical Model

Treatment Share of Correct Answers Boost (Versus Control)
Control µ 0

Teaching Only p(0) + (1− p(0))µ p(0)(1− µ)
Incentives Only e∗ + (1− e∗)µ e∗(1− µ)
Incentive plus Teaching (Joint) p(R) + (1− p(R))e∗ p(R)(1− µ) + e∗(1− µ)

+(1− p(R))(1− e∗)µ −e∗p(1− µ)
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Table 2: Treatment Effects on COVID-19 Knowledge Test Scores

(1) (2)
VARIABLES COVID-19 knowledge Test score:

test score newly asked

Incentive 0.0156 0.0209
(0.0060) (0.0081)
[0.0133]

Teaching 0.0288 0.0017
(0.0064) (0.0078)
[0.0003]

Incentive plus Teaching 0.0581 0.0416
(0.0060) (0.0080)
[0.0003]

λ̂ 0.0137 0.0189
(0.0095) (0.0120)

Observations 2,117 2,117
R-squared 0.333 0.150
Control Mean DV 0.784 0.777
Control SD DV 0.123 0.144

p-value: λ = 0 0.1460 0.1140
p-value: λ = -0.0265 0.000 0.000
p-value: Incentive = Teaching 0.0713 0.0332
p-value: Incentive = Joint 0.0000 0.0235
p-value: Teaching = Joint 0.0001 0.0000

Notes: Dependent variable in Column 1 is COVID-19 Knowledge Test Score, the share of correct
answers to 20 knowledge questions asked at endline that were also randomly selected for the respon-
dent to answer at baseline. Dependent variable in Column 2 is the share of correct answers to the
20 or fewer endline knowledge questions that were NOT randomly asked of the respondent at either
pre-baseline or baseline. λ is the complementarity parameter (see Section 2). “λ̂” is coefficient on
“Incentive plus Teaching” (“Joint”) minus sum of coefficients on “Incentive” and “Teaching”. All
regressions include community fixed effects and controls for pre-treatment (pre-baseline and base-
line) Test Scores. Robust standard errors in parentheses. Significance levels in column 1 adjusted
for multiple hypothesis testing across the three coefficients estimated (on Incentive, Teaching, and
Joint treatments); p-values adjusted for multiple hypothesis testing in square brackets.
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Online Appendix
In this Online Appendix, we adhere to the nomenclature we used in the main text to refer to the treatment
conditions. In the main text of this paper, we refer to these treatments, respectively, as “Incentive” and
“Teaching”. (In the PAP, we refer to the two individual treatments as “Knowledge Incentive” and “Tailored
Feedback”.)

It is also important to clarify how we refer to the primary outcome variables. In the PAP, we refer to
the primary outcome variables as 1) the Knowledge Index (based on 40 questions), and 2) the Feedback-
Eligible Knowledge Index (based on 20 questions). In the main text of this paper, we focus on the second
of these two, and refer to it for simplicity as the “COVID-19 Knowledge Test Score”. Throughout this
Appendix, for clarity, we refer to the primary outcomes, respectively, as 1) the Overall Test Score, and 2)
the Feedback-Eligible Test Score. In other words, the primary outcome of focus in the main text of the
paper, the “COVID-19 Knowledge Test Score”, is synonymous with the Feedback-Eligible Test Score.

A Study Area and Timeline

The Mozambican government declared a State of Emergency due to the COVID-19 pandemic on March 31,
2020 (Republic of Mozambique, 3/31/2020). The government recommended social distancing (at least 1.5
meters) and required it at public and private institutions and gatherings. The government also suspended
schools, required masks at funerals and markets, banned gatherings of 20 or more, and closed bars, cinemas
and gymnasiums (Republic of Mozambique, 4/1/2020). The government stopped short of implementing
a full economic “lockdown” due to its economic costs (Siuta and Sambo, 2020; Jones et al., 2020). On
August 5, 2020, the government renewed the State of Emergency (Republic of Mozambique, 8/5/2020),
called for improved mask-wearing, and announced a schedule for loosening restrictions (Nyusi, 8/5/2020).
In September 2020, the government loosened some restrictions, including resuming religious services at 50%
capacity (Nyusi, 9/5/2020; U.S Embassy in Mozambique).

Study participants come from 76 communities in central Mozambique. The study communities are in
seven districts of three provinces: Dondo and Nhamatanda in Sofala province; Gondola, Chimoio and Manica
in Manica province; and Namacurra and Nicoadala in Zambezia province. These 76 communities are mapped
in Figure A.1. Compared to other communities in Mozambique, the study areas are relatively accessible to
transport corridors (highways and ports) and are thus important geographic conduits for infectious disease.

We collected survey data in three rounds between July 10 and November 18, 2020. Appendix Figure A.2
depicts the study timeline below a rolling average of new Mozambican COVID-19 cases. We piloted surveys
in Round 1. Immediately before the Round 2 survey, we randomly assigned households to treatments and
submitted our pre-analysis plan to the AEA RCT Registry. The Round 2 survey served as a baseline, and
was immediately followed (on the same phone call) by our treatment interventions. Round 3 was our endline
survey. Surveys collected data on COVID-19 knowledge, beliefs, and behaviors. While data collection for
Round 3 began only one day after completion of Round 2, there was a minimum of 3.0 weeks and average
of 6.3 weeks between Rounds 2 and 3 surveys for any given respondent. While the Round 1 survey occurred
when new COVID-19 cases remained relatively steady, both the Round 2 and Round 3 surveys occurred
during a period of substantial growth in new COVID-19 cases.

Details on our Round 4 survey to test long-run impacts can be found in Appendix H.
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Figure A.1: Study Area

Notes: The country of Mozambique is shaded in light gray. District borders are defined by a black line. Districts
within this sample are shaded in dark gray. The geographic center for the 76 communities encompassed in this sample
are highlighted as cyan points on the map.

Figure A.2: Study Timeline

Notes: Round 1 is pre-baseline survey to pilot knowledge questions, Round 2 is baseline survey, and Round 3 is endline
survey. There is at least a three week gap between baseline and endline survey for any given study participant. Pre-
analysis plan uploaded and treatments randomly assigned immediately prior to start of Round 2 baseline survey,
on Aug. 25, 2021. Treatments implemented immediately following baseline survey on same phone call. Baseline
measures reported in Table A.4 come from Round 2 surveys and endline measures come from Round 3 surveys.
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B COVID-19 Knowledge Questions

Survey questions measured COVID-19-related knowledge in the three main subcategories: 1) general knowl-
edge, which included questions on risk factors, transmission, and symptoms; 2) preventive actions, which
included questions on social distancing (i.e., how to prevent spreading COVID-19 to others), and household
prevention (i.e., how to prevent spreading COVID-19 to yourself and your household); and 3) government
policies (i.e., official actions taken by the national government of Mozambique to address COVID-19).

In Round 1, we piloted a set of 71 questions (larger than our eventual pre-specified set for Rounds 2
and 3). The Round 1 question pool had 71 possible knowledge questions: 21 on general knowledge (6 on
risk factors, 8 on transmission, 7 on symptoms), 30 on preventive actions (14 on social distancing, 16 on
household prevention), and 20 on government policy. For brevity, we do not list the full set of 71 questions
in this appendix.1

In Round 1, we asked each respondent 20 knowledge questions randomly selected from within each
question type: 6 on general knowledge (2 on risk factors, 2 on transmission and 2 on main symptoms), 8
on preventative actions (4 on social distancing actions and 4 on household prevention actions), and 6 on
government policy. The Round 1 Test Score (used as a pre-specified control variable in regressions) is the
share of these 20 knowledge questions answered correctly by a respondent.

Criteria for selecting questions from the Round 1 pilot for the final set of Round 2 and 3 questions included
identifying Round 1 questions with larger shares of incorrect answers and wide variance in responses, each
question’s medical significance and relevance to COVID-19 prevention, as well as the diversity of the final
question pool (e.g., a mix of “yes” and “no” correct responses). In total, 33 knowledge questions were taken
from Round 1, six questions were slightly modified from Round 1 to clarify or update the wording to reflect
current information, and one new question was added.

The final question pool used for Round 2 and Round 3 has 40 questions: 12 on general knowledge (4
on risk factors, 4 on transmission, 4 on symptoms), 16 on preventive actions (8 on social distancing, 8 on
household prevention), and 12 on government policy. This question pool was pre-specified.2 The questions
are listed in Tables A.1, A.2, and A.3.

In Round 2, respondents were asked 20 knowledge questions from the pre-specified question pool, ran-
domly selected from within each question subcategory: 6 on general knowledge (2 on risk factors, 2 on
transmission and 2 on main symptoms), 8 on preventative actions (4 on social distancing actions and 4
on household prevention actions), and 6 on government policy. The Round 2 Test Score (used as a pre-
specified control variable in regressions) is the share of these 20 knowledge questions answered correctly by
a respondent.

In Round 3, we asked respondents all 40 knowledge questions from the pre-specified question pool: 12
on general knowledge, 16 on preventive action, and 12 on government policy. The Overall Test Score (one of
two pre-specified primary outcome variables) is the share of these 40 knowledge questions answered correctly
by a respondent. Of these 40 knowledge questions, survey respondents will have been asked 20 of these
knowledge questions in Round 2, immediately prior to treatment implementation. The Feedback-Eligible
Test Score (the other one of two pre-specified primary outcome variables) is the share of these 20 knowledge
questions (also asked in Round 2) answered correctly by a respondent in Round 3. The other 20 knowledge
questions asked in Round 3 would not have been asked in Round 2 (but could have been asked in Round 1).

1The list of 71 Round 1 pilot questions can be found on our project website:
https://fordschool.umich.edu/sites/default/files/2021-06/round1-questions-learing-covid-210614.pdf.

2See American Economic Association’s RCT Registry, registration ID number AEARCTR-0005862:
https://doi.org/10.1257/rct.5862-1.0
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Table A.1: Pre-specified “General Knowledge” Questions and Corresponding Correct Answers

Risk Factors: Who do you think is more likely to die from a coronavirus infection?
(1) An adult who does not smoke or an adult who does smoke (Second)
(2) A 60-year-old man with diabetes and hypertension

and 60-year-old man with blindness and hearing loss (First)
(3) A grandparent or their grandchild (First)
(4) A healthy 30-year-old adult or a healthy 60-year-old adult (Second)

Transmission: How is coronavirus spread?
(5) Droplets from the cough of an infected person (Yes)
(6) Drinking unclean water (No)
(7) Sexually transmitted (No)
(8) Mosquito bites (No)

Symptoms: What are the main symptoms of coronavirus?
(9) Fever (Yes)
(10) Cough and breathing difficulties (Yes)
(11) Pain with urination (No)
(12) New loss of taste or smell (Yes)

Notes: Correct answers in parentheses. In Round 2, two questions were randomly selected to be asked of the
respondent from each sub category. In Round 3 all questions were asked of each respondent.

Table A.2: Pre-specified “Preventive Actions” Questions and Corresponding Correct Answers

Social Distancing Actions: Will this action prevent spreading coronavirus to yourself and others?
(1) Shop in crowded areas like informal markets (No)
(2) Gather with several friends (No)
(3) Help the elderly avoid close contact with other people, including children (Yes)
(4) If show symptoms of coronavirus, immediately inform my household and avoid people (Yes)
(5) Drinking alcohol in bars (No)
(6) Wear a face mask if showing symptoms of coronavirus (Yes)
(7) Instead of meeting in person, call on the phone or send text message (Yes)
(8) Allow children to build immunity by playing with children from other households (No)
Household Prevention Actions: Will this action prevent spreading coronavirus to yourself and others?
(9) Drinking hot tea (No)
(10) Open the windows to increase air circulation (Yes)
(11) Wear a face mask in public when you are healthy (Yes)
(12) Eat foods with lemons or garlic or pepper (No)
(13) Drink only treated water (No)
(14) Spray alcohol and chlorine all over your body (No)
(15) Avoid close contact with anyone who has a fever and cough (Yes)
(16) Avoid taking taxi-bicycle or taxi-mota to go out (Yes)

Notes: Correct answers in parentheses. In Round 2, four questions were randomly selected to be asked of the
respondent from each sub category. In Round 3 all questions were asked of each respondent.
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Table A.3: Pre-specified “Government Policy (Actions)” Questions and Corresponding Correct
Answers

Government Actions: is the government of Mozambique currently taking this action to address coronavirus?
(1) Order a 14 day home quarantine for all persons who have had direct

contact with confirmed cases of COVID-19 (Yes)
(2) Close all airports (No)
(3) Suspend religious services and celebrations (Yes)
(4) Allow a maximum of 50 participants in funeral ceremonies

where COVID-19 is NOT the cause of death (Yes)
(5) Banning personal travel between provinces (No)
(6) Prohibit use of minibuses for public transportation (No)
(7) Ask household to not visit patients infected by COVID-19 at hospitals (Yes)
(8) Close government offices not related to health (No)
(9) Order all citizens to wear masks when going out of their homes (No)
(10) Prohibit funerals for those with coronavirus or COVID-19 (No)
(11) Declare a State of Emergency (Yes)
(12) Plan to resume Grade 12 classes this year before other primary and secondary grades (Yes)

Notes: Correct answers in parentheses. In Round 2, six questions were randomly selected to be asked of the respon-
dent. In Round 3 all questions were asked of each respondent.

Table A.4 presents summary statistics in the control group (N=847) of the Overall Test Score and the
Feedback-Eligible Test Score, as well as the Rounds 1 and 2 Test Scores. In Rounds 1 and 2, respondents
answered 71.6% and 76.9% of questions correctly. We observe a small increase in COVID-19 knowledge over
time, with knowledge in both Round 3 indices increasing to over 78%. We also observe in Round 3 that the
Overall Test Score and the Feedback-Eligible Test Score are remarkably similar, suggesting that the small
increase in knowledge over time is not likely to be driven by repeated exposure to the same questions.

Table A.4: Summary Statistics of Test Score (TS) in Control Group

Outcome Round Mean Std. Dev. Min Max
Round 1 Test Score (TS) Round 1 0.716 0.116 0.25 1
Round 2 Test Score (TS) Round 2 0.769 0.121 0.35 1
Overall Test Score (TS) Round 3 0.781 0.108 0.45 1
Feedback-Eligible TS Round 3 0.784 0.123 0.35 1

Notes: Number of observations in control group is 847. Rounds 1 and 2 Test Scores pre-specified as control variables
in regressions. Overall Test Score and Feedback-Eligible Test Score (Round 3) are the two pre-specified primary
outcome variables in this study. They were referred to in the pre-analysis plan (PAP) as “Knowledge Index” and
“Feedback-Eligible Knowledge Index”, respectively.

Details on questions included in our Round 4 survey can be found in Appendix H.
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C Treatment Details

We randomized respondents to one of four treatment arms: 1) Incentive, 2) Teaching, 3) Incentive plus
Teaching (Joint), and 4) a control group. Table A.5 shows the distribution of respondents across treatment
arms in the Round 2 and Round 3 samples. Retention in the sample is balanced across treatment arms.

All three treatments were implemented directly following the Round 2 (baseline) survey, at the end of
the same phone call. If a respondent was randomly assigned to a treatment, the corresponding intervention
text would appear on the enumerator’s computer tablet. Enumerators read a script aloud exactly as shown
below. Following the treatment, respondents were asked if they would like the information repeated. Of the
N=832 receiving the incentive treatment and N=856 receiving the teaching treatment, only 6.0% and 6.7%
asked for the script to be repeated, respectively.

Table A.5: Distribution of Respondents Across Treatment Groups

Treatment Arm Round 2 Sample Round 3 Sample Probability of
Random Assignment

Incentive 433 (19.5%) 414 (19.6%) 20%
Teaching 441 (19.8%) 418 (19.7%) 20%
Incentive plus Teaching (Joint) 464 (20.8%) 438 (20.7%) 20%
Control Group 888 (39.9%) 847 (40.0%) 40%
TOTAL 2,226 2,117 100%

Notes: Randomization of respondents to treatment groups occurred immediately prior to administration of Round 2
baseline survey and treatment.

Script for Incentive treatment. “We plan to call you for another follow-up phone survey in about
two or three weeks. During this survey, we will ask you many of the same questions that we asked you today,
and some new questions. This survey will also be confidential. For responding to this additional survey, you
will receive 50Mts. Additionally, we will offer you 5Mts for every correct response you give us in our next
phone survey to reward your knowledge of coronavirus! This reward will apply to the same questions that
we asked you today and new questions about coronavirus symptoms, prevention, how it spreads, who is most
at risk, and actions taken by the government of Mozambique. If you answer all of the questions correctly,
you could earn up to 200Mts in addition to your 50Mts participation fee in our next survey!”

Script for Teaching treatment. “Now, I want to provide you some feedback on your responses from
today’s survey on questions about actions that prevent the spread of coronavirus.

• Respondents are randomly given tailored feedback to their response to COVID-19 prevention ques-
tions. We inform them of a subset of their correct responses and correct a subset of their incorrect
responses. The script for each action is as follows: For “ <insert action>”, you chose <insert re-
spondents choice> . Your answer is <insert respondents choice> . The correct answer is <insert
pre-specified correct choice: YES or NO> . This action <insert pre-specified correct choice: WILL or
WILL NOT > prevent spreading coronavirus to yourself and others.”

• Respondents are randomly given tailored feedback to their response to COVID-19 general knowledge
questions. We inform them of a subset of their correct responses and correct a subset of their
incorrect responses. The script for each question is as follows: “For “ <insert question>”, you chose
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<insert respondents choice> but the correct answer is <insert pre-specified correct answer> . <insert
pre-specified correct answer statement>.”

For the 6 general knowledge and 6 government action questions asked in Round 2, feedback was given for
all incorrect answers. For the 8 preventive action questions asked in Round 2, feedback was given for roughly
half of all correct answers and half of all incorrect answers. This was done to test the efficacy of positive
feedback versus negative feedback, which is currently under analysis and not discussed in this paper.

Script for Incentive plus Teaching (Joint) treatment. This is a combination of the Incentive and
Teaching treatments. Both scripts are read to the respondent. The Incentive script is always read first,
before the Teaching script.

D Attrition and Balance

Table A.6 checks that attrition and baseline variables are balanced with respect to treatment assignment.
Attrition between Round 2 (baseline) and Round 3 (endline) is low, at only 4.6% overall, and is less than

5.6% in each of the seven districts surveyed. Balance in attrition is confirmed in column 1, which starts with
the Round 2 (baseline) sample and regresses treatments on an indicator equal to one if the respondent was
not reached for the Round 3 (endline) survey. None of the treatments have a large or statistically significant
effect on attrition. Achieving balance in attrition was not obvious a priori since respondents offered the
knowledge incentive treatment had a higher expected payoff for participation in the Round 3 survey, though
empirically this has no effect.

We examine balance in baseline household characteristics in columns 2-4, which examine the final Round
3 sample and regresses treatments on Round 1 measures of household income, an index of food insecurity,
and an indicator for presence of an older adult over 60 years. Treatments are balanced at the 95% confidence
level across all three outcomes.

In column 5, we test for balance in the baseline Round 2 Test Score, the primary outcome at baseline.3

We unfortunately find chance imbalance: a statistically significantly positive correlation between the baseline
outcome and the standalone Incentive treatment, but not in other treatment arms. Further analysis revealed
that this imbalance is heavily concentrated in Nhamatanda, one of the seven districts surveyed, and that
the imbalance is no longer statistically significant when Nhamatanda is excluded from the sample: results
shown in columns 6 and 7.

Note that our pre-specified primary regression equations include controls for Round 1 and Round 2 test
scores, including this Round 2 Test Score for which we are finding baseline imbalance.

To further verify that baseline imbalance in Nhamatanda is not driving our primary results, we re-run our
primary analysis as described in the 4.2 subsection but excluding observations from Nhamatanda district from
the sample. Columns 8 and 9 present this robustness check, showing that the results are not qualitatively
different from the ones presented in Table A.8. Indeed, when excluding Nhamatanda, the p-values on the
tests that λ = 0 are even smaller than in our main analyses. We conclude that our primary results are not
driven by the chance imbalance in the Round 2 (baseline) values of the outcome variables.

3In Round 2 there is only one Test Score, based on a randomly-selected 20 questions, as described previously.
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Table A.6: Attrition and Baseline Balance

(1) (2) (3) (4) (5) (6) (7) (8) (9)
VARIABLES Dummy if attrited R1: Household R1: Food R1: Older adult Baseline test Baseline TS Baseline TS Overall TS Feedback-eligible TS

between R2 & R3 income last week insecurity index (60+) in Household score (TS) (Nhamatanda) (Not Nhamatanda) (Excluding Nhamatanda) (Excluding Nhamatanda)

Incentive -0.0031 -14.91 0.0844 0.0149 0.0145 0.0673 0.0083 0.0193 0.0141
(0.0121) (180.50) (0.0904) (0.0289) (0.0066) (0.0218) (0.0069) (0.0057) (0.0065)

Teaching 0.0065 209.90 0.0262 0.0185 0.0023 0.0235 -0.0002 0.0153 0.0274
(0.0128) (210.70) (0.0911) (0.0283) (0.0070) (0.0240) (0.0074) (0.0056) (0.0065)

Incentive plus Teaching (Joint) 0.0120 206.30 0.0724 0.0367 0.0055 0.0016 0.0054 0.0494 0.0573
(0.0130) (211.70) (0.0930) (0.0282) (0.0068) (0.0255) (0.0071) (0.0058) (0.0063)

λ̂ 0.0149 0.0158
(0.0087) (0.0099)

Observations 2,226 1,873 2,117 2,096 2,117 214 1,903 1,903 1,903
R-squared 0.030 0.043 0.125 0.058 0.114 0.061 0.114 0.312 0.321
Districts All All All All All Nhamatanda NOT Nhamatanda NOT Nhamatanda NOT Nhamatanda
Control Mean DV 0.0462 1049 2.407 0.335 0.769 0.719 0.775 0.787 0.790
Control SD DV 0.107 0.123
p-value: λ = 0 0.0871 0.1110
p-value: Incentive = Teaching 0.5380 0.0794
p-value: Incentive = Joint 0.0000 0.0000
p-value: Teaching = Joint 0.0000 0.0000

Notes: Round 1 baseline variables are defined as follows—Household income last week is the specific amount reported, if given, or otherwise is imputed from the
selected income range. The food insecurity index is the total of five indicator variables: 1) lack of food in last seven days; unable to buy usual amount of food due
to 2) market shortages, 3) high prices, 4) drop in income; and reduction in number of meals/portions. Older adult in household is a dummy variable indicating
if the respondent reports that anyone in the household is aged 60 years or over. λ̂ is coefficient on “Incentive plus Teaching” (Joint) minus sum of coefficients on
“Incentive” and “Teaching”. All regressions also include community fixed effects. Robust standard errors in parentheses.
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E Expert Predictions

Prior to releasing the results of our analyses, we implemented an expert prediction survey to elicit expecta-
tions of our treatment effects. We released an English version of the survey on the Social Science Prediction
Platform,4 and circulated an identical Portuguese version of the survey in Mozambique that we designed and
distributed on Qualtrics. The expert prediction survey provided respondents with an overview of the project,
specifics of each intervention, and definitions of the primary outcomes (summarizing information available
in our pre-analysis plan) as well as the control group mean and standard deviation for those outcomes.
The survey then asked respondents to report their prediction of each treatment effect as a percentage point
difference with respect to the control group mean (positive values representing positive treatment effects,
and negative values representing negative treatment effects).

Experts were asked to predict the treatment effect on test scores (fraction of questions answered correctly).
For the Incentive treatment, experts were asked to predict the treatment effect on the Overall Test Score
(based on the full set of 40 Round 2 and 3 knowledge questions). For the Teaching and “Incentive plus
Teaching” (Joint) treatments, experts were asked to to predict the treatment effect on the “Feedback-Eligible
Test Score” (based on the 20 knowledge questions randomly selected at the study respondent level from the
full set of 40) that were the subject of the Teaching treatment.

We received expert predictions from 67 survey respondents. Of these, 73% of respondents were in the
field of economics, 45% were faculty members (most others were graduate students), and 57% had experience
working on a randomized controlled trial.

Table A.7 summarizes the expert predictions. To be consistent with the figures and tables in this paper,
we display the predictions as fractions (bounded by 0 and 1) rather than percentage points. On average,
respondents expected that Incentive would increase the test scores by 0.040, Teaching would increase test
scores by 0.046, and Incentive plus Teaching (Joint) would increase test scores by 0.059.

Table A.7: Expert Predictions

Expert Prediction Mean Std. Dev. Min Max
Incentive Treatment Effect .0399 .0256 0 .1
Teaching Treatment Effect .0455 .0307 -.0196 .1
Teaching plus Incentive Treatment Effect .0589 .0296 0 .012
Complementarity parameter (λ) -.0265 .0333 -.111 .0426
Indicator: Incentive and teaching treatments are substitutes (λ<0) 0.81 0.40 0 1

Notes: 67 experts provided predictions on the Social Science Prediction Platform (socialscienceprediction.org) prior
to knowing results. Survey closing date January 2, 2021.

For each expert who provided predictions, we calculate the complementarity parameter implied by their
predictions: Predicted Joint Effect− (Predicted Incentive Effect+Predicted Teaching effect). This requires
us to assume that the expert-predicted effect of the Incentive treatment on the Overall Test Score (based on
all 40 questions) would have been the same if we had asked them to predict the Incentive treatment effect
on the Feedback-Eligible Test Score (based on a randomly-selected 20 questions). Due to random selection
of the subset of 20 questions in the latter case, we view this as a reasonable assumption – experts should not
have predicted a different treatment effect on a randomly selected subset of 20 questions than on the full set

4See https://socialscienceprediction.org/ for more information.
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of 40 questions.
We refer to the average of expert-predicted complementarity parameters as λ̃. This average is negative

(λ̃ = −0.0265). The vast majority of experts (80.6%) expect the interventions to be substitutes, predicting
that the joint treatment effect would be less than the sum of the standalone treatment effects. There is no
significant difference in predicting that the interventions are substitutes across respondents who are or are
not in the field of economics, faculty members, or have worked on a randomized controlled trial. Figure 1 in
the main text also presents the distributions of these predictions.

F Populated Pre-analysis Plan

On August 25, 2020, prior to baseline data collection, we uploaded our pre-analysis plan (PAP) “Learning
about COVID-19: Improving Knowledge via Incentives and Feedback” to the American Economic Associa-
tion’s RCT Registry, registration ID number AEARCTR-0005862: https://doi.org/10.1257/rct.5862-1.0.

We follow Duflo et al. (2020), assembling the full set of pre-specified analyses in a Populated PAP
document. The full Populated PAP can be accessed at our research website:
https://fordschool.umich.edu/mozambique-research/combating-covid-19. Additionally, in this appendix, we
present results from the Populated PAP for the pre-specified primary analysis. These results are substantively
duplicative of and yield very similar conclusions to the primary analyses we present in the main text.

Note that we adhere to the nomenclature we used in the main text to refer to the treatment conditions
(i.e., “Incentive” and “Teaching”) rather than that used in the PAP (i.e., “Knowledge Incentive” and “Tailored
Feedback”, respectively). Additionally, while the PAP refers to the primary outcome variables as 1) the
Knowledge Index (based on 40 questions), and 2) the Feedback-Eligible Knowledge Index (based on 20
questions), the main text of this paper only focuses on the second of these two, referring to it as the
“COVID-19 Knowledge Test Score”. Throughout this appendix, we refer to these outcomes, respectively, as
1) the Overall Test Score (or simply Test Score), and 2) the Feedback-Eligible Test Score.

F.1 Primary Analyses

We estimate intent-to-treat (ITT) effects using the following ordinary-least-squares (OLS) regression speci-
fications. To estimate the causal effect of the Incentive treatment, we run:

Y alli,j,t=3 = α0 + α1Incentiveij + α2Teachingij + α3Jointij + ηBijt + γi + εij (F.1)

where Y alli,j,t=3 is the Overall Test Score for respondent i in community j, measured in Round 3 survey;
Incentiveij , Teachingij , and Jointij are indicators for inclusion in the respective treatment groups; Bijt is
a vector representing the share of correct answers to questions asked in Round 1 and Round 2, respectively
5; γi are community fixed effects; and εij is a mean-zero error term. We report robust standard errors.

To estimate the causal effect of the Teaching and Joint treatments, we run:

Y feedbacki,j,t=3 = β0 + β1Incentiveij + β2Teachingij + β3Jointij + ηBijt + γi + εij (F.2)

where Y feedbacki,j,t=3 is the Feedback-Eligible Test Score for respondent i in community j, measured in Round 3
(endline survey), and other right-hand side variables are as specified in Equation F.1.

5The average respondent correctly answered 72.1% and 77.3% of the 20 knowledge questions in Rounds 1 and 2, respectively.
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Results from estimating these equations are in Table A.8. Overall, the coefficient signs, magnitudes, and
statistical significance levels are very similar in Column 1 (for the Overall Test Score) and Column 2 (for
the Feedback-Eligible Test Score). Each of the treatments has positive effects on the outcomes that are
statistically significant at conventional levels even after pre-specified multiple hypothesis testing adjustment
across three coefficients in the two regressions (p-values in square brackets, <0.001 in each case). The
estimate, λ̂, of the complementarity parameter is nearly identical across the two regressions.

Table A.8: Regression of Test Score (TS) on Treatments

(1) (2)
VARIABLES Overall Test Score (TS) Feedback-eligible TS

Incentive 0.0200 0.0156
(0.0054) (0.0060)
[0.0003]

Teaching 0.0160 0.0288
(0.0055) (0.0064)

[0.0003]
Incentive plus Teaching (Joint) 0.0496 0.0581

(0.0055) (0.0059)
[0.0003]

λ̂ 0.0136 0.0137
(0.0084) (0.0095)

Observations 2,117 2,117
R-squared 0.319 0.333
Control Mean DV 0.781 0.784
Control SD DV 0.108 0.123

p-value: λ = 0 0.1050 0.1460
p-value: λ = -0.0265 0.0000 0.0000
p-value: Incentive = Teaching 0.5290 0.0713
p-value: Incentive = Joint 0.0000 0.0000
p-value: Teaching = Joint 0.0000 0.0000

Notes: The Overall Test Score (TS) is the share of correct answers to all 40 knowledge questions in Round 3: 12 on
general knowledge, 16 on preventive actions, and 12 on government policy. The Feedback-Eligible TS is the share
of correct answers to the 20 knowledge questions in Round 3 that were eligible for the Teaching treatment (i.e.,
also asked in Round 2): 6 on general knowledge, 8 on preventive actions, and 6 on government policy. λ is the
complementarity parameter (see Section 2 of main text). λ̂ is coefficient on “Incentive plus Teaching” (Joint) minus
sum of coefficients on “Incentive” and “Teaching”. P-values adjusted for pre-specified multiple hypothesis testing are
in square brackets. All regressions also include community fixed effects and controls for pre-treatment (Rounds 1 and
2) Test Scores. Robust standard errors in parentheses.
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We also pre-specified other secondary analyses. First, we pool the Incentive, Teaching, and Joint treat-
ments together to examine the effect of any treatment on the primary outcomes. Results in Table A.9 for
the coefficient on the indicator for receiving any treatment, “Pooled Treatment”, is statistically significantly
positive at conventional levels in each regression.

Second, we analyze impacts of the treatments on test scores based on topical subcategories: general
knowledge, preventive actions, and government policies. Regressions are as described above but replacing
the respective test scores with corresponding outcomes for the indicated subcategories. Results, in Table
A.10, are broadly similar to the estimates in Table A.8. The estimated complementarity parameter λ̂ appears
largest (most positive) for the preventive actions subcategory (Columns 2 and 5).

Table A.9: Regression of Test Score (TS) on Pooled Treatment

(1) (2)
VARIABLES Overall Test Score (TS) Feedback-eligible TS

Pooled Treatments 0.0289 0.0346
(0.0041) (0.0045)

Observations 2,117 2,117
R-squared 0.308 0.320
Control Mean DV 0.781 0.784
Control SD DV 0.108 0.123

Notes: Column 1: the Overall Test Score (TS) is the share of correct answers to all 40 knowledge questions in Round
3: 12 on general knowledge, 16 on preventive actions, and 12 on government policy. Column 2: the Feedback-Eligible
TS is the share of correct answers to the 20 knowledge questions in Round 3 that were eligible for the tailored feedback
treatment (i.e., also asked in Round 2): 6 on general knowledge, 8 on preventive actions, and 6 on government policy.
All regressions also include community fixed effects and controls for pre-treatment (Rounds 1 and 2) Test Scores.
Robust standard errors in parentheses.

Third, we analyze impacts of the treatments on self-reported COVID-19 preventive behaviors. Outcomes
include respondents’ stated support for social distancing, self-report of following government social distancing
recommendations, and the number of preventive actions taken by the household to prevent the spread of
COVID-19. All outcomes are socially desirable and advocated by the government, so positive coefficients
would be considered “good”. Results in Table A.11 are mixed and inconclusive. Six out of nine coefficients
in the table are positive, and three are negative. Two out of nine coefficients are statistically significantly
different from zero at conventional levels: the negative coefficient on Teaching in Column 1, and the positive
coefficient on Incentive in Column 2.
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Table A.10: Regression of Test Score (TS) Subcategories on Treatments

!
(1) (2) (3) (4) (5) (6)

VARIABLES General TS Preventive TS Government TS Feedback-eligible Feedback-eligible Feedback-eligible
General TS Preventive TS Government TS

Incentive 0.0094 0.0184 0.0421 0.0018 0.0118 0.0419
(0.0084) (0.0065) (0.0083) (0.0099) (0.0088) (0.0099)

Teaching 0.0154 0.0125 0.0223 0.0265 0.0234 0.0299
(0.0085) (0.0067) (0.0087) (0.0102) (0.0093) (0.0109)

Incentive plus Teaching (Joint) 0.0374 0.0487 0.0644 0.0415 0.0535 0.0749
(0.0087) (0.0065) (0.0084) (0.0103) (0.0087) (0.0099)

λ̂ 0.0126 0.0178 0.0000 0.0133 0.0183 0.0031
(0.0131) (0.0100) (0.0127) (0.0157) (0.0136) (0.0154)

Observations 2,117 2,117 2,117 2,117 2,117 2,117
R-squared 0.199 0.204 0.211 0.206 0.257 0.189
Control Mean DV 0.790 0.768 0.790 0.797 0.827 0.789
Control SD DV 0.159 0.116 0.165 0.189 0.170 0.202

p-value: λ = 0 0.3330 0.0759 0.9950 0.3990 0.1707 0.8410
p-value: Incentive = Teaching 0.5360 0.4490 0.0410 0.0354 0.2760 0.3090
p-value: Incentive = Joint 0.0048 0.0000 0.0170 0.0008 0.0000 0.0025
p-value: Teaching = Joint 0.0278 0.0000 0.0000 0.2130 0.0037 0.0001

Notes: The Overall Test Score (TS) subcategories (Columns 1-3) are the share of correct answers in Round 3 to the 12 questions on general knowledge, 16
questions on preventive actions, and 12 questions on government policy, respectively. The Feedback-Eligible TS subcategories (Columns 4-6) are the share of
correct answers to the questions in Round 3 that were eligible for the tailored feedback treatment (i.e., also asked in Round 2): 6 on general knowledge, 8 on
preventive actions, and 6 on government policy, respectively. λ is the complementarity parameter (see Section 2 of main text). λ̂ is coefficient on “Incentive plus
Teaching” (Joint) minus sum of coefficients on “Incentive” and “Teaching”. All regressions also include community fixed effects and controls for pre-treatment
(Rounds 1 and 2) Test Scores. Robust standard errors in parentheses.
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Table A.11: Regressions of Behavior on Treatments

(1) (2) (3)
VARIABLES Supports Social Followed Government Recommendation Preventive Action

Distancing in past 14 days Practice in Past 14 Days

Incentive 0.0068 0.0278 0.0130
(0.0040) (0.0110) (0.0072)

Teaching -0.0175 0.0121 -0.0007
(0.0085) (0.0123) (0.0075)

Incentive plus Teaching (Joint) -0.0017 0.0104 0.0076
(0.0058) (0.0127) (0.0072)

Observations 2,117 2,117 2,117
R-squared 0.067 0.065 0.278
Control Mean DV 0.992 0.945 0.764
Control SD DV 0.0906 0.229 0.138

p-value: Incentive = Teaching 0.0051 0.2020 0.1120
p-value: Incentive = Joint 0.1400 0.1700 0.5230
p-value: Teaching = Joint 0.1050 0.9050 0.3360

Notes: Column 1: indicator equal to one if respondent answers “yes” to supporting “the practice of social distancing (SD) to prevent the spread of coronavirus”
and zero otherwise. Column 2: indicator for SD according to self if respondent answered “yes” to observing the government’s recommendations on SD in the
last 14 days, and zero otherwise. Column 3: share of eight social distancing behaviors (Column 4) and five household prevention behaviors (Column 5) that the
respondents report doing in the last 14 days. All regressions also include community fixed effects and controls for pre-treatment (Rounds 1 and 2) Test Scores.
Robust standard errors in parentheses.
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Table A.12: Regressions of Interactions of Knowledge Treatments and Social Distancing Treat-
ments

(1) (2) (3) (4)
VARIABLES Overall Test Score (TS) Feedback-eligible TS Overall Test Score (TS) Feedback-eligible TS

without SD Index without SD Index

Incentive 0.0159 0.00236 0.0205 0.0169
(0.00862) (0.00977) (0.00619) (0.00694)

Teaching 0.00318 0.0120 0.0199 0.0350
(0.00882) (0.0102) (0.00620) (0.00727)

Incentive plus Teaching 0.0477 0.0528 0.0581 0.0688
(0.00842) (0.00895) (0.00636) (0.00704)

Social Norm Correction (SNC) -0.0101 -0.0151
(0.00764) (0.00833)

Leader Endorsement (LE) -0.00797 -0.0169
(0.00728) (0.00790)

Incentive × SNC 0.00654 0.0159
(0.0128) (0.0143)

Incentive × LE 0.00677 0.0279
(0.0133) (0.0147)

Teaching × SNC 0.0181 0.0229
(0.0134) (0.0152)

Teaching × LE 0.0242 0.0323
(0.0136) (0.0157)

Incentive plus Teaching × SNC -0.00304 0.000286
(0.0138) (0.0151)

Incentive plus Teaching × LE 0.00840 0.0161
(0.0130) (0.0138)

Observations 2,117 2,117 2,117 2,117
R-squared 0.322 0.336 0.291 0.311
Control Mean DV 0.781 0.784 0.748 0.751
Control SD DV 0.108 0.123 0.121 0.141

Notes: Dependent variable in Columns 1 and 2 defined in Table A.8. Dependent variable in Column 3: Overall TS
calculated without the 8 knowledge questions on social distancing actions – that is, the share of correct answers to 32
knowledge questions in Round 3: 12 on general knowledge, 8 on household preventive actions, and 12 on government
policy. Dependent variable in Column 4: Feedback-Eligible TS calculated without the 4 Feedback-Eligible knowledge
questions on social distancing actions. All regressions also include community fixed effects and controls for pre-
treatment (Rounds 1 and 2) Test Scores. Robust standard errors in parentheses.

Fourth, we run a regression with indicators for knowledge treatments, the cross-randomized social dis-
tancing treatments and their interaction terms to test for significant interactions between the treatments
implemented for two separate experiments in the same population. Results are in Table A.12, Columns 1
and 2. There are six interaction terms in each regression. In Column 1, one coefficient (Teaching x LE)
is statistically significant at the 10% level. In Column 2, that same coefficient is statistically significant at
the 5% level, and another in that column (Incentive x LE) is significant at the 10% level. Looking at the
patterns of coefficients overall, these appear to be chance occurrences. There is no corresponding effect of
the LE (leader endorsement) treatment on the “Incentive plus Teaching” (Joint) treatment, which we should
expect to also appear if the LE treatment truly interacted with the knowledge treatments. In Columns 3 and
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4, we also verify that our primary treatment effect estimates are very similar when the Test Score outcome
measure excludes social distancing knowledge questions, which are most susceptible to being affected by
the social distancing treatments. Overall, there does not appear to be substantial evidence of interactions
between the set of knowledge treatments and the set of social distancing treatments.6

F.2 Additional Figures

We show here additional figures that correspond to those in the main text, but that relate to the other
pre-specified primary outcome (the Overall Test Score based on 40 COVID-19 knowledge questions). We
show these to emphasize that key findings and conclusions are robust to examination of either of the two
pre-specified primary outcome variables.

In Figure A.3, we display in Panel (a) treatment effects and the complementarity parameter from analyses
of the Overall Test Score based on 40 COVID-19 knowledge questions. The corresponding main text Figure
2 is replicated in Panel (b) for comparison. The key conclusion is stable across the two figures: the test that
λ = 0 is rejected at marginal levels of statistical significance (in fact, in Panel (a) the p-value is a bit closer
to conventional levels of statistical significance, at 0.105).

Figure A.3: Treatment Effects and Test of Complementarity Parameter λ

(a) Overall Test Score (b) Feedback-Eligible Test Score

Notes: Overall Test Score is fraction of correct responses on COVID-19 knowledge out of 40 questions. Feedback-
Eligible Test Score is a fraction of correct responses on COVID-19 knowledge out of 20 questions previously asked
in the Round 2 (baseline) survey. In each panel of figure, bars in first three columns display regression coefficients
representing treatment effects (and 95% confidence intervals) for “Incentive”, “Teaching”, and “Incentive plus Teaching”
(“Joint”) treatments. Floating solid horizontal lines in fourth and fifth columns display “Incentive plus Teaching”
(“Joint”) treatment effects that would be implied by different benchmark values of complementarity parameter λ.
Difference between values in 3rd and 4th columns is actual estimated complementarity parameter, λ̂; the test that
this difference is equal to zero tests the null that λ = 0. Difference between values in 3rd and 5th columns is
difference between λ̂ and mean expert prediction, -0.0265; the test that this difference is equal to zero tests the null
that λ = −0.0265.

In Figure A.4, we display in Panel (a) CDFs of the Overall Test Score based on 40 COVID-19 knowledge
questions. The corresponding main text Figure 3 is replicated in Panel (b) for comparison. Both figures
show that the Joint treatment is the most effective, shifting the CDFs of test scores furthest to the right.

6Note these are separate experiments with different pre-specified outcomes of interest. As our primary interest was never
to examine interactions between these treatments sets, we do not believe it would be accurate to characterize our results as
focusing on the “short model” (a weighted average of effects across different cross-randomized treatment groups), along the lines
of Muralidharan et al. (2019)
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Figure A.4: Cumulative Distribution Functions of Test Score by Treatment Group

(a) Overall Test Score (b) Feedback-Eligible Test Score

Notes: Overall Test Score is fraction of correct responses on COVID-19 knowledge out of 40 questions. Feedback-
Eligible Test Score is a fraction of correct responses on COVID-19 knowledge out of 20 questions previously asked in
the Round 2 (baseline) survey. Figure depicts the cumulative distribution function of this variable for the “Control”
group, the “Incentive” treatment arm, the “Teaching” treatment arm, and the “Incentive plus Teaching” (“Joint”)
treatment arm.

G Cost-Effectiveness

The estimate of the complementarity parameter λ is a key input into policy-making, because it determines
the relative cost-effectiveness of the different combinations of treatments (Incentive, Teaching, or Joint). The
decision as to which of the three possibilities to implement in practice is highly influenced by their relative
cost-effectiveness. The treatment that is the most cost-effective among the three would be a strong candidate
to prioritize for implementation from an economic standpoint.

We now illustrate how the relative cost-effectiveness of the treatments we study depends on λ. Cost-
effectiveness in our context is the cost of achieving a unit (1-percentage-point, or 0.01) increase in the
COVID-19 knowledge test score. The key inputs in the calculation of cost-effectiveness are:

• Treatment effect estimates for the Incentive and Teaching treatments (β1 and β2). The effect of the
joint treatment is then β1 + β2 + λ.

• Implementation costs of each treatment, per treated beneficiary, derived from actual implementation
costs in this study. For the Incentive, Teaching, and Joint treatments we denote the implementation
cost per beneficiary as, respectively, cI , cT , and cJ . Specifically, we use cI = 5.80, cT = 2.83, and
cJ = 7.21 (cJ is less than the sum of cI and cT because there are some economies of scale from providing
both treatments together.)7

For each treatment i, cost-effectiveness ei (cost per 0.01 increase in test scores) is:

• Incentive treatment: eI = 100 ∗ cI/β1

• Teaching treatment: eT = 100 ∗ cT /β2

• Joint treatment: eJ = 100 ∗ cJ/(β1 + β2 + λ)

7These are marginal costs (project staff wages and study participant incentives) of adding one additional treatment benefi-
ciary, estimated based on our own study cost data. We use marginal costs, presuming that fixed costs per beneficiary will be
negligible in a sufficiently scaled-up program. Costs expressed in USD using the nominal exchange rate of 70.74 Mozambican
meticais per USD as of August 26, 2020.
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In Figure A.5 panel (a), we display the cost-effectiveness of each treatment, using actual treatment effects
for the Incentive and Teaching treatments (β1 and β2) and Joint treatment effects implied by a range of
values of λ. The cost-effectiveness of the Incentive and Teaching treatments are horizontal, because they do
not depend on λ. The cost-effectiveness of the Joint treatment is a decreasing function of λ: the greater the
complementarity of the two treatments, the more cost-effective is the Joint treatment.

Figure A.5: Cost-Effectiveness of Treatments as Functions of λ

(a) Estimated Treatment Costs per Beneficiary (b) Alternative Treatment Costs per Beneficiary

Notes: Cost per unit (0.01, or 1-percentage-point) increase in COVID-19 Knowledge Test Score as a function of
complementarity parameter λ, for Incentive treatment (horizontal dashed blue line), Teaching treatment (horizontal
dotted green line), and Incentive plus Teaching (Joint) treatment (downward-sloping solid red line). In the left
panel, implementation cost per beneficiary for Incentive, Teaching, and Joint treatments are, respectively, cI = 5.80,
cT = 2.83, and cJ = 7.21. In the right panel, alternative implementation costs per beneficiary for Incentive, Teaching,
and Joint treatments are, respectively, cI = 5.23, cT = 2.83, and cJ = 5.23. Impact of Incentive and Teaching
treatments on test scores (β1 and β2) taken from estimates of Table 2, Column 1 in main text. Impact of Joint
treatment is β1 + β2 + λ. Vertical lines indicate “breakeven” values of λ, at which Joint treatment is as cost-effective
as the respective individual treatment: leftmost vertical line is breakeven with Incentive treatment, and rightmost
vertical line is breakeven with Teaching treatment. Expert-predicted λ̃ (-0.0265) and actual estimated λ̂ (0.0137) are
also indicated on horizontal axis.

The intersection of the Joint treatment line with the horizontal lines indicates the “breakeven” λs, above
which the Joint treatment is more cost effective than the respective single treatment. Break-even λ is -0.0250
for the Incentive treatment, and 0.0290 for Teaching. The latter number is the more relevant for policy
decision-making, since the Teaching treatment is the more cost-effective of the two individual treatments.
For the Joint treatment to be the most cost-effective of the three treatment combinations, λ must be above
0.0290.

For reference, we also show the mean expert prediction, λ̃, -0.0265, and our estimated λ̂. At λ̂ = 0.0137,
the Joint treatment is more cost-effective (eJ = 1.24) than the Incentive treatment (eI = 3.72), but not as
cost-effective as Teaching (eT = 0.98). Actual costs in a scaled-up program may be different from those of
our study, and could yield different cost-effectiveness rankings across treatments.

Governments or NGOs implementing our treatments in different contexts may come to different cost-
effectiveness rankings given their specific implementation costs. We provide an example of alternative relative
implementation costs that would lead the Joint treatment to be the most cost-effective at λ̂ = 0.0137. We

18



use the same implementation cost per beneficiary for the Teaching treatment (cT = 2.83), but assume that
the implementation cost of the Incentive treatment can be somewhat lower (cI = 5.23). We also assume
substantial economies of scale in implementing both treatments together, so that the cost per beneficiary of
the Joint treatment is not the sum but just the maximum of the individual treatments: cJ = 5.23 (equal to
the cost of the Incentive treatment).

Panel (b) of Figure A.5 displays the cost-effectiveness of each treatment in this alternative case. It is
identical to panel (a) except we have changed the assumptions regarding the cost per beneficiary of the
Incentive and Joint treatments. In this case, breakeven levels of λ are lower: -0.0288 for the Incentive
treatment, and 0.0088 for Teaching. At λ̂ = 0.0137, the Joint treatment is the most cost-effective of the
three treatments, with eJ = 0.90, compared with eI = 0.98 and eI = 3.35.

H Long-Run Analysis

We collected a fourth round of survey data over the phone between June 30 and August 30, 2021. We refer
to this as the post-endline or Round 4 survey. For any given respondent, the Round 4 survey came at least
41 weeks and average of 45.8 weeks after treatment implementation and at least 36 weeks and an average of
39.5 weeks after Round 3 (endline). Reported COVID-19 cases during the Round 4 survey were significantly
higher than previous survey rounds, with Mozambique’s 7-day average jumping from 78 and 144 at the start
of Rounds 2 and 3, respectively, to 456 at the start of Round 4, a trend we confirmed with district-level
data available in 3 of our 7 districts. In total, Round 4 surveyed 1,886 of the 2,117 respondents surveyed in
Round 3, achieving a retention rate of 89.1% overall that is balanced across treatment conditions.

In Round 4, we measured COVID-19-related knowledge in two main subcategories: 1) general knowledge
and 2) preventive action, drawing from the same question pool used at baseline and endline. We did not
survey questions on government policy, as many policies had changed since Round 3 making many questions
irrelevant. Specifically, we asked respondents 20 knowledge questions from the pre-specified question pool
detailed in Appendix B: 12 on general knowledge (6 of which were asked in Rounds 2 and 3, and 6 of which
were only asked in Round 3 but not Round 2), and 8 on preventive action (all of which were asked in Rounds
2 and 3).

Using these data, we calculated two modified Test Scores that resemble our pre-specified primary out-
comes less the inclusion of questions on government policy:

1. Test Score of all general knowledge and preventive action questions asked of respondents in each round:

• In Round 4 (post-endline), this includes 12 general knowledge and 8 preventive action questions;

• In Round 3 (endline), this includes 12 general knowledge and 16 preventive action questions.

2. Test Score of general knowledge and preventive action questions that were eligible for the Teaching
intervention (i.e., randomly selected to be asked of the respondent at baseline in Round 2). For a given
respondent, this includes the same set of 6 general knowledge and 8 preventive action questions asked
in Rounds 2, 3, and 4.

As this analysis was not pre-specifed, we evaluate long-term impacts by regressing on both Round 4 (post-
endline) Test Scores outcomes above, running regressions on the equivalent Round 3 (endline) modified Test
Scores for comparison, and only draw conclusions supported by both outcomes. Specifically, we estimate
regression Equation 3 in four specifications where:
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• Outcomes are the Test Scores (described above) in Round 4 and, for direct comparison, Round 3.

• Bijt is modified to be a vector representing the share of correct answers to general knowledge and pre-
ventive action questions in Rounds 1 and 2, respectively (i.e., excluding government policy questions).

We present results in Table A.13 and discuss their relevance to verifying the robustness of the Joint
intervention’s positive effect and complementarity over time in Section 5.3.

Table A.13: Treatment Effects on Long-Run COVID-19 Knowledge Test Scores

(1) (2) (3) (4)
VARIABLES Post-endline Endline Post-endline Endline equivalent

test score (TS) equivalent TS Teaching-eligible TS Teaching-eligible TS

Incentive -0.0104 0.0068 -0.0155 -0.0000
(0.0065) (0.0058) (0.0071) (0.0073)

Teaching 0.0124 0.0113 0.0149 0.0236
(0.0067) (0.0063) (0.0073) (0.0080)

Incentive plus Teaching 0.0342 0.0407 0.0368 0.0462
(0.0066) (0.0062) (0.0071) (0.0073)

λ̂ 0.0321 0.0226 0.0374 0.0227
(0.0101) (0.0094) (0.0110) (0.0116)

Observations 1,886 1,886 1,886 1,886
R-squared 0.203 0.275 0.195 0.282
Control Mean DV 0.797 0.783 0.794 0.819
Control SD DV 0.116 0.108 0.123 0.137

p-value: λ = 0 0.0014 0.0162 0.0007 0.0505
p-value: λ = -0.0265 0.0000 0.0000 0.0000 0.0000
p-value: Incentive = Teaching 0.0026 0.5270 0.0002 0.0089
p-value: Incentive = Joint 0.0000 0.0000 0.0000 0.0000
p-value: Teaching = Joint 0.0043 0.0001 0.0086 0.0119

Notes: Dependent variable in column 1 is COVID-19 Knowledge Test Score in Round 4 (fraction of questions
answered correctly). Dependent variable is column 2 if the Round 3 equivalent (fraction of all general knowledge
and preventive action questions answered correctly). Dependent variables in columns 3-4 are the fraction of general
knowledge and preventive action questions answered correctly in Rounds 4 and 3 (respectively) that were eligible for
the Teaching intervention (i.e., asked in Round 2). λ is the complementarity parameter (see Section 2 of main text).
“λ̂” is coefficient on “Incentive plus Teaching” (“Joint”) minus sum of coefficients on “Incentive” and “Teaching”. All
regressions include community fixed effects and controls for corresponding pre-treatment (pre-baseline and baseline)
Test Scores. Robust standard errors in parentheses.
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